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Abstract
We relate our experience in designing and experimenting
with neural network architectures for modeling composi-
tionality in natural language. The goal is to represent a natu-
ral language text such as a word or sentence in a fixed-length
embedding that is useful for downstream applications. We
use a broad range of neural architectures, including those
based on bag-of-word models (Wieting et al. 2016b), bag-of-
character-n-gram models (Wieting et al. 2016a), recurrent
neural networks on words (Wieting et al. 2016b) or charac-
ters (Wieting et al. 2016a), convolutional neural networks
using character n-gram filters (Wieting et al. 2016a), and
hybrids that combine the strengths of bag-of-words and re-
current architectures (Wieting and Gimpel 2017). We con-
sider several tasks, including word similarity, sentence sim-
ilarity, sentiment analysis, part-of-speech tagging, and tex-
tual entailment. We find that the best compositional archi-
tecture varies depending on the task. Table 1 compares sev-
eral word-based architectures for three tasks. While simple
bag-of-words models perform strongly on semantic similar-
ity and entailment tasks, recurrent networks perform best on
sentiment analysis:

sent. sim. entailment sentiment
word averaging 86.4 84.6 83.0
DAN(Iyyer et al. 2015) 86.0 84.5 83.4
RNN 73.1 76.4 86.5
LSTM (no output gate) 85.5 83.2 86.6
LSTM (with output gate) 83.4 82.0 89.2

Table 1: Results with word-based neural network archi-
tectures: Pearson’s r × 100 for sentence similarity using
the SICK dataset (Marelli et al. 2014), accuracy for entail-
ment again using the SICK dataset, and accuracy for binary
sentiment classification using the Stanford Sentiment Tree-
bank (Socher et al. 2013).

Table 2 compares several subword-based architectures. A
simple architecture that sums vectors for character n-grams
(CHARAGRAM) outperforms models that use recurrent or
convolutional networks to compose character sequences into
word or sentence representations (Wieting et al. 2016a).

We also consider a transfer learning setting, finding that
simpler models show more stability when crossing into new

word sim. sent. sim. POS tagging
charCNN 16.7 59.2 97.0
charLSTM 48.8 41.9 96.9
CHARAGRAM 60.0 68.7 97.1

Table 2: Results with subword-based neural network archi-
tectures: Spearman’s ρ × 100 for word similarity using the
SimLex-999 dataset (Hill, Reichart, and Korhonen 2015),
Pearson’s r×100 using 24 semantic textual similarity (STS)
datasets, and accuracy for part-of-speech tagging using the
standard WSJ portion of the Penn Treebank.

domains (Wieting et al. 2016b). We develop a novel archi-
tectural variation—the gated recurrent averaging network—
that combines the strengths of averaging and recurrent mod-
els, improving results in both supervised and transfer set-
tings (Wieting and Gimpel 2017).
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